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→ Why do not try a new language for numerical computation?
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→ let us have a look to some examples
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- functions support variadic arguments (using tuples)
- comprehension lists
- functions are not supposed to modify their arguments, otherwise they follow the `!` convention like `sort`!
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- "no boilerplate" philosophy: do not require `Mexfiles`, Swig or other wrapping system
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```
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Multiple dispatch

Main idea: define piecewisely methods or functions depending on their arguments types.

Let us define:

\[ f(x:: \text{Float64}, y:: \text{Float64}) = 2x + y \]
\[ f(x:: \text{Int}, y:: \text{Int}) = 2x + y \]
\[ f(2., 3.) \quad \text{returns} \quad 7.0 \]
\[ f(2, 3) \quad \text{returns} \quad 7.0 \]
\[ f(2, 3.) \quad \text{throw an ERROR: no method f(Int64, Float64)} \]

But if we define:

\[ g(x:: \text{Number}, y:: \text{Number}) = 2x + y \]
\[ g(2.0, 3) \quad \text{now returns} \quad 7.0 \]

No automatic or magic conversions: for operators arguments are promoted to a common type (user-definable) and use the specific implementation.

Supports parametric methods:

\[ \text{myappend} \{T\}(v:: \text{Vector} \{T\}, x::T) = [v..., x] \]
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- let us define $f$

  $$
  f(x::\text{Float64}, y::\text{Float64}) = 2x + y \\
  f(x::\text{Int}, y::\text{Int}) = 2x + y \\
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  but if we define $g$

  $$
  g(x::\text{Number}, y::\text{Number}) = 2x + y \\
  g(2.0, 3) \# \text{ now returns 7.0}
  $$

- no automatic or magic conversions: for operators arguments are promoted to a common type (user-definable) and use the specific implementation
- supports parametric methods

  $$
  \text{myappend}\{\text{T}\}(v::\text{Vector}\{\text{T}\}, x::\text{T}) = [v..., x]
  $$
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- to prove that Julia is fast language, we did some tests
- benchmarks sources taken from the Julia site and modified
- all times are in milliseconds
- on a Z800 (8 threads, 24G of memory),

<table>
<thead>
<tr>
<th>appli</th>
<th>fib</th>
<th>mandel</th>
<th>quicksort</th>
<th>pisum</th>
<th>randstat</th>
<th>randmul</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matlab</td>
<td>191</td>
<td>22</td>
<td>28</td>
<td>57</td>
<td>97</td>
<td>69</td>
</tr>
<tr>
<td>Octave</td>
<td>924</td>
<td>310</td>
<td>1138</td>
<td>21159</td>
<td>484</td>
<td>109</td>
</tr>
<tr>
<td>Python</td>
<td>4</td>
<td>7</td>
<td>14</td>
<td>1107</td>
<td>253</td>
<td>101</td>
</tr>
<tr>
<td>Pypy</td>
<td>8</td>
<td>3(faux)</td>
<td>13</td>
<td>44</td>
<td>xxx</td>
<td>xxx</td>
</tr>
<tr>
<td>Julia</td>
<td>0.09</td>
<td>0.28</td>
<td>0.57</td>
<td>45</td>
<td>34</td>
<td>49</td>
</tr>
<tr>
<td>Fortran</td>
<td>0.08</td>
<td>$\leq 10^{-6}$</td>
<td>0.62</td>
<td>44</td>
<td>16</td>
<td>275(16)</td>
</tr>
</tbody>
</table>
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- cons:
  - poor graphics support (only 2D with additional package),
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